
1. To the best of our knowledge, we are the first to 
introduce the uniformly accelerated motion model 
(UAMM) to improve the performance of inter prediction.

2. To adapt to the video coding framework, we formulate 
the usage of UAMM, and propose the UAMM-based 
parameter derivation and extrapolation schemes in the 
predictive process.

3. We integrate the uniformly accelerated temporal 
motion model into existing inter modes (Merge, MMVD, 
CIIP) of VVC to achieve higher prediction accuracy.
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2. Concept

Temporal motion vector prediction (TMVP) in VVC 

3. Motion Modeling

Motion trajectory between the coding (to-be-coded) block and 
reference (reconstructed) blocks in previous reference frames. 
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4. Framework

Accelerated Model
Parameter Extrapolation

Note that the parameters are all 
represented in vector form, and 
both the horizontal component 
and the vertical component can 
be derived simultaneously. The proposed uniformly accelerated motion model-integrated inter prediction framework
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5. Experiment Results

Coding Performance and Relative Complexity Based 
on VTM-12.0 under LDP Configuration

BD-Rate Results (Y Component) Compared 
to VTM-12.0 on Specific Scenes

BD-Rate Results of Some Sequences Based 
on VTM-12.0 under LDP Configuration

Conclusion: UAMM can efficiently deal with 
some complex scenarios that TMVP and 
SbtMvp of VVC are difficult to address. 
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Basic framework of look-up table-based in-loop filtering framework (LUT-ILF) 

Contribution: 1. We study an efficient in-loop 
filtering scheme by adopting look-up tables (LUTs). 
2. Our method has explored a new and more 
practical approach for neural network-based 
Coding Tools.

Scheme: To achieve this goal, we establish a LUT-
based in-loop filtering framework (LUT-ILF), and 
introduce a series of LUT-related modules to 
strengthen its efficiency, including the 
enhancement of filtering reference range with the 
limited LUT size (progressive indexing and 
reference indexing), the optimization of LUT size 
with limited memory cost (clipping / finetuning), 
the selection of reference pixels (learnable 
weighting). 

Basic idea: Adopting the look-up operation of 
LUT to replace the inference process of deep 
neural network (DNN) in coding process, which is 
friendly for embedded systems to accelerate 
computation with far fewer floating-point 
operations. 
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Experiment Results: Compared to the low/high complexity operation point setting (LOP, 

HOP) of NNVC-ILF, our ultrafast mode (LUT-ILF-U, reference range: 5×5, 0.13 kMAC/pixel, 

164 KB), very fast mode (LUT-ILF-V, reference range: 9×9, 0.40 kMAC/pixel, 492 KB) and 

fast mode (LUT-ILF-F, reference range: 13×13, 0.93 kMAC/pixel, 1148 KB) provide a series 

of new trade-off points that show lower time and computational complexity and good 

performance beyond VVC. 
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