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1. Proposing context modulation in the conditional coding-based 

framework to generate high-quality temporal context exploiting the 

reference information in both pixel and feature domain.

2. Proposing flow orientation to mine inter-frame correlation between 

the reference frame and prediction frame.

3. Proposing context compensation to modulate the propagated 

temporal context with oriented context.

4. SOTA compression performance compared with both H.266/VVC 

(22.7%) and previous SOTA neural video codec DCVC-FM (10.1%).

1. Contributions

1. Previous conditional coding-based neural video codecs (NVCs) 

adopted the inherent reference propagation structure mechanism in 

temporal context generation with input of propagated adjacent 

reference feature 𝐹𝑡−1 and reconstructed MV ො𝑣𝑡.

2. DCVC-FM has mitigated the error propagation in NVCs by manually 

switching the input of context generation from the propagated 

reference feature 𝐹𝑡−1 to reference frame ො𝑥𝑡−1.

1. Reference frame ෝ𝒙𝒕−𝟏, constrained by the distortion loss in the 

rate-distortion (RD) loss function, though contains less information 

than propagated reference feature 𝐹𝑡−1, yet conveys less irrelevant 

information in the prediction chain.

2. Further exploiting the potential of reference frame ො𝑥𝑡−1 in context 

generation can enhance the reference mechanism, enabling better 

temporal context modeling. 

2. Motivation and Analysis
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